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The Moonv6 project brings together users and suppliers to answer the tough questions 
about what pieces of IPv6 are ready for prime time. The testing documented in this paper 
took place in July 2006 and included DNS, DHCP, Transition, Firewalls, IPSec and NTP. 
 
New electronic equipment more often includes a network interface and IP address. A 
trend can be seen with everything from simple home appliances to cellular phones. As 
this continues, more IP addresses are being consumed. Currently IPv4 has a fixed number 
of addresses and the below figure would indicate that no extra addresses will be left in 
approximately four years. 
 

 
Figure 1:  IPv4 Address Usage 

 
Many commercial enterprises see a two-year horizon for planning, so why take interest in 
this issue? IPv4 addresses have been distributed unevenly. In Asia and Europe, there is 
significantly more pressure to find alternatives to the current model due to a lack of 
addresses. That leaves North America with a technology leadership issue. Would North 
America be left behind if other regions innovate and gain valuable deployment 
experience? IPv6 has additional benefits, however number of addresses and technology 
leadership seem to be at the front. 
 



Introduction 
 
Moonv6 is a collaborative project led by the North American IPv6 Task Force (NAv6TF) 
and includes the University of New Hampshire InterOperability Laboratory (UNH-IOL), 
U.S. Government agencies and Internet2 (I2). The Moonv6 network, based at the UNH-
IOL and the Joint Interoperability Test Command (JITC) Located at Ft. Huachuca, AZ, 
has rapidly deployed the most aggressive multi-vendor IPv6 network to date. Together 
with the “IPv6 Ready” logo program, administered by the IPv6 Forum, the Moonv6 
project has taken a key role in the IPv6 technology adoption process. Below is a timeline 
of how different aspects of IPv6 are tested and verified. 
 

 
Figure 2:  IPv6 Testing Progress 

 
Moonv6 offloads the “bleeding edge” of new areas by providing the users and developers 
fast feedback in their new implementations. The test plans, results and technical expertise 
from Moonv6 are used to accelerate the development of new certification processes. Both 
Moonv6 and the certification processes can reduce the load on enterprises and 
government agencies when assessing transition plans and deployment strategies.  
 
Phase I of the Moonv6 project established the largest next-generation Internet (native 
IPv6 network) in North America. Initialized in October 2003, Moonv6 has tested or 
demonstrated every aspect of IPv6. The first two phases focused on functional stability of 
routing infrastructure, host connectivity and basic applications.  
 
Further testing in 2004 and 2005 moved IPv6 technology forward through a new round of 
advanced deployment and functionality scenarios. Test items included Mobile IPv6 (via 
IEEE 802.11 wireless LANs); Ethernet networks; Applications/Data traffic; Firewalls; 
Access Policy; Stateful Firewall Functionality; Network-level testing and deployment; 
IPSec and Applications between Firewalls; DHCP; DNS; VoIP; Transition Mechanisms; 
Dual Stack Routing; Static Tunnel and additional mechanisms (tunnel broker, DSTM); 
IPv4/IPv6 QoS network level testing and applications testing. 
 
The NAv6TF’s future vision for Moonv6 is to create a virtual Internet backbone with the 
ability to do pre-production testing for security, multimedia, roaming devices, and other 
services. Going forward, Moonv6 will serve as a deployment test bed and continue to 
empower service providers and suppliers from every sector, including industry, 
universities, research laboratories, Internet service providers and U.S. government 
agencies. 



 
 
Participants 
 
The latest round of testing involved service providers, networking companies and several 
government agencies, including: 

 
 

    

 
   

 

 

 

 
 

   

 

 



Test Scenarios and Results 
 
The July 2006 testing of Moonv6 used similar concepts that were established in the 
earlier phases of testing. The core network connected all sites in a static manner. As the 
final network topology was being constructed, protocol-specific test plans were executed 
at both the UNH-IOL and the JITC Ft. Huachuca sites. Engineers at each of the other 
sites executed test activities for network applications and some also tested more advanced 
functionality.  
 
 
Network Time Protocol Testing 
 
NTP is used to synchronize clocks over a network using a set of distributed clients and 
servers. This was the first demonstration of NTP in an IPv6 wide area environment. It 
was found that NTP Server 1 was able to synchronize to GPS satellites or NIST-ACTS 
via dial-up (both serve as Stratum 0 references).  NTP Server 1 (operating as a Stratum 1 
reference) was then used to synchronize local and remote servers and clients, plus backup 
timeserver NTP Server 2 (all operating at Stratum 2), over IPv6. Advanced testing of 
NTP Server 1 revealed support of DHCPv6 and DNS operation over IPv6. 
 

 
Figure 3:  NTP Network Topology 

 
DoD IPv6 Information Assurance Testing 
 
The Joint Interoperability Test Command (JITC) performed an IPv6 Information 
Assurance (IA) vulnerabilities assessment during the DoD’s Joint Users Interoperability 
Communications Exercise 2006 (JUICE 06).  This assessment is critical to a successful 
transition to Internet Protocol (IP) Version 6 (IPv6), and crucial to continued support of 
the warfighter in FY 2008 and beyond. 
 



The JUICE 06 IA Assessment identified IPv6 IA vulnerabilities in individual devices and 
within networks that are representative of operational DoD systems. The JUICE 06 
network architecture consisted of equipment and networks that were assessed within a 
simulated Defense Information Systems Network Core.  The assessment included 
Unclassified-But-Sensitive Internet Protocol Router Network (NIPRNet) and Teleport 
environments with client and server resources provided by Microsoft Vista Beta Builds 
5520 and 5472.  The JITC provided a separate assessment for MO2 enclave.  The JITC 
also hosted a Public Key Infrastructure (PKI) and Internet Protocol Security (IPSec) 
integration experiment using Microsoft Vista Client and Server Beta Builds 5520 and 
5472.  Providing automated key exchange in a ubiquitous IPv6 environment was the main 
objective to this experiment.  The Blue Team assessed the simulated networks using the 
DoD IPv6 Generic Test Plan (GTP) Version 2 (Draft) and the Blue Team IA Annex to 
the IPv6 GTP, and the PKI and IPSec Integration experiment used the PKI, IPSec, and 
IPv6 Integration Experiment Test Plan Whitepaper. 
 
The Blue Team provided data analysis of vulnerabilities discovered during the technical 
assessment.  The vulnerabilities were recorded starting with the routers having the 
highest total average of vulnerabilities with switches and servers having a medium total 
average of vulnerabilities, and Microsoft XP workstations having the lowest total average 
of vulnerabilities. The Milestone Objective 2 (MO2) architecture contained the IPv6 
packets to the IPv6 only enclave as anticipated.  The PKI, IPSec and IPv6 Integration 
Experiment was able to establish IPSec over IPv6 tunneling and remain secure on one 
version of Beta software. The Microsoft Vista Beta software encountered issues typical 
of Beta software.   
 
The conclusion for this assessment was that the IPv6 IA vulnerabilities are similar to 
known IPv4 vulnerabilities. This assessment only used the IPv6 vulnerabilities known at 
the time of this test.   
 
IPSec Testing  
 
With increasing amounts of data being stored on remote servers, and the widespread use 
of the Internet as a communication medium, securing Internet traffic at the IP level is 
becoming more and more of a necessity.  This most recent Moonv6 event saw vendors 
with IPSec capabilities spanning the spectrum.   
 
Both manual keyed implementations, and implementations using IKE with Pre-shared 
Keys, were shown to inter-operate correctly.  Significantly more configuration errors 
were encountered with manual keys, offering more evidence to the need for reliable 
implementations supporting automatic-keying protocols. 
 
From an applications perspective, a Panasonic Network IP Camera was connected to 
hosts with a tunnel mode IPSec/IKE connection. For hosts that did not support IPSec, the 
Network IP Camera connected to a Home Gateway with IPSec and the home gateway 
handled the security association.  The performance of the Network IP Camera was not 
hindered by the IPSec overhead. 



 

 
Figure 4:  IPSec Network Topology 

 
DNS Testing 
 
To make IPv6 “user-friendly”, stable DNS services are a requirement. Various aspects of 
DNS operation were tested. This included incremental and entire zone transfers, host 
queries and DNS operation with firewalls.  
 
The primary issue with DNS and IPv6 is that older standards are being used by some 
modern implementations. Queries were observed for A6 records, the ip6.int domain, and 
bitstream labels, all of which have been removed from the standards track. 
 

 
Figure 5:  DNS Network Topology 

 



DHCP Testing 
 
For IPv6 to be successful in the enterprise and consumer market, IPv4 equivalency is a 
must.  One key area is the automatic configuration of hosts, primarily through DHCP. 
This Moonv6 event saw the largest group yet of DHCPv6 capable devices in one 
location. 
 
Host vendors were able to acquire both DNS information, as well as prefix information 
from DHCP Servers.  In another first, a DHCP network utilizing prefix delegation was set 
up between 5 different vendor devices.  The router in the network received a DHCP 
address prefix of 48 bits.  The router then delegated 64 bit prefixes to the hosts on its 
network, namely Host2.  Host1 was also able to configure a DHCP server, and receive 
configuration information from either server. 
                          

 

 
Figure 6:  DHCP Network Topology 

 



Firewall and Application Testing 
 
In today’s Internet, not all packets can be trusted to have complete access to a network.  
Firewalls must be utilized to block potential attacks, and to restrict the type of traffic 
flowing in and out of a network. One challenge in this space is to test in a realistic 
environment. How do you send a mix of applications across a device and see if it 
functions properly? Application-aware firewalls were tested with a variety of application 
layer data such as, HTTP, FTP, POP3, SMTP, TELNET and VOIP in an emulated 
network environment. 
 

Figure 7:  Security Testing Configuration 
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blocking capabilities in an actual network. 
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equivalent quality of the user experience. If a security device performs adequately w
IPv4, it should also sustain comparable performance levels when processing mixed 
IPv4/IPv6 and pure IPv6 traffic. Responding to that concern, the 2006 Moonv6 
Transition Test Suite included performance tests that compared security devices 
IPv6 and mixed IPv4/IPv6 performance. These tests used real-world application mix 
traffic to measure the metrics. The tests successfully validated that security devices ca
sustain adequate performance and QoE levels in transition IPv4/IPv6 environments. 
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testing started with dual stacked routing on a single interface. This approach seems to be 
the most popular among network operators because it does not rely on any kind of 
tunneling or encapsulation schemes; each frame is routed as-is and all routers in the
network can route both IPv4 and IPv6 frames natively.  
 
 
 
 
 
 



 

 
Figure 8:  Dual-stack Routing 
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to4 is a transition mechanism that automatically connects IPv6 edge domains over an 
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core network. In the 6in4 model, the IPv4 backbone network acts as a point-to-point link
layer for disperse IPv6 domains. In this scheme, IPv6 packets are encapsulated in IPv4 
packets based on a pre-configured set of point-to-point tunnels. Tunnel endpoints are 
IPv4 addresses known to the 6in4 gateway. The Traffic Generator connected to the IPv
Tunnel sends both encapsulated and unencapsulated traffic. 
 

 
Figure 9:  6in4 Tunneling:  Configured Transition Mechanism 
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IPv4 core network. The IPv4 backbone in a 6to4 transition scheme acts as a dynamic, 
multipoint link-layer bridging the disperse IPv6 domains on top of the IPv4 routing 



topology.  Rather than configuring static tunnels, IPv6 network prefixes are assigned
IPv6 routing domains such that the IPv4 address of the destination 6to4 gateway can be 
derived from the IPv6 address.   
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Figure 10:  6to4 Tunneling:  Dynamic Transition Mechanism 
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Conclusion 
 
As IPv6 is tested, certified and deployed, a key determinant of emerging protocol 
standardization and commercial adoption is pushing testing and validation to new levels. 
To further these efforts, the Moonv6 test events at the UNH-IOL have provided and will 
continue to provide an aggressive test scenario built around service providers’ 
requirements and real-world deployment characteristics.  
 
The largest hurdles to IPv6 deployment and adoption that Moonv6 has identified have 
been either specific device implementation or user configuration issues. Naturally, the 
transition to IPv6 will involve a learning curve for system and network administrators. 
That said, there is still a great need for future testing in firewalls, security, PKI, IKE, 
IPsec, SIP, multicast, streaming video, mobility and other applications and routing 
protocols. 
 
Distinct advantages to service providers regarding IPv6 include the enhanced addressing 
space that will be needed for new applications and overseas customers. IPv6 also plays a 
key role in restoring the Internet’s network address organization and enabling secure 
reachability across disparate networks. Service providers will continue to require 
accepted metrics of interoperability from their equipment vendors. The U.S. DoD, if it 
continues on its stated course of transitioning completely to IPv6 by 2008, will continue 
to drive interest in IPv6 in the North American market.  
 



Terminology 
 
AS Autonomous System. A set of routers under a single 

technical administration that has a coherent interior routing 
plan and presents a consistent picture of what destinations 
are reachable through it. 

 
BGP Border Gateway Protocol. BGP version 4 is currently the 

most popular External Gateway Protocol (EGP) for IP 
Routing. 

 
DoD United States Department of Defense. 
 
DISR DoD Information Technology Standards Registry. 

Formerly the Joint Tactical Architecture. The list of 
standards that the U.S. DoD uses as requirements in its 
networks. 

 
DNS Domain Name Server. 
 
DSCP Diff-Serv Code Point. Used to differentiate different types 

of traffic. Uses the ToS bits in a packet header. 
 
DHCP Dynamic Host Configuration Protocol 
 
ICMP Internet Control Message Protocol. ICMP Echo Requests 

and Replies facilitate troubleshooting at Layer 3 for both 
IPv4 and IPv6. IPv6 has built extra features into ICMP. 

 
IGP Interior Gateway Protocol.  
 
IPSec Internet Protocol Security 
 
IPv4 Internet Protocol Version 4. The first widely deployed 

Layer 3 data networking protocol. The 32 bit address is 
creating an address limitation on the growth and 
development of the modern internet and creating an interest 
in IPv6. 

 
IPv6 Internet Protocol Version 6. A next generation Layer 3 data 

networking protocol. The 128 bit address space and 
additional features in the design creates a flexible 
alternative to IPv4. 

 
JITC Joint Interoperability Test Command 
 



JUICE Joint Users Interoperability Communications Exercise 
 
NAT Network Address Translation. This concept is used to 

temporarily solve the problem of lack of IP addresses. 
NAv6TF North American IPv6 Task Force. The NAv6TF supports 

and drives the IPv6 US Summits in North America, 
promotes IPv6 with industry and government, provides a 
technical and business center of expertise for the 
deployment of IPv6, provides white papers, briefings, and 
presentations for public consumption, and works with the 
IT sector to understand the effects of IPv6 transition on the 
enterprise. The NAv6TF is implementing a plan of action 
for IPv6 deployment through Moonv6. 

 
NTP Network Time Protocol. Used to a protocol designed to 

synchronize the clocks of network nodes from a central 
server or set of servers. 

 
OSPF Open Shortest Path First. An Internal Gateway Protocol 

(IGP) for IP Routing primarily used in large enterprise and 
service provider networks.  

 
PKI Public Key Infrastructure 
 
SIP Session Initialization Protocol. Primarily used to setup and 

facilitate Voice over IP (VoIP).  
 
SNTP Simple Network Time Protocol. A lightweight version of 

NTP. 
 
SMTP Simple Mail Transfer Protocol. A protocol designed to 

transfer e-mail reliably and efficiently between servers. 
 
SYN Synchronize bit in a TCP handshake. 
 
TCP Transmission Control Protocol. A connection-oriented 

Layer 4 protocol. 
 
TSP Tunnel Server Protocol. 
 
UDP User Datagram Protocol. A connectionless Layer 4 

protocol. 
 
VLAN Virtual Local Area Network. 
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